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Immeasurable random plant
parameter

 Measurements of plant characteristic with random parameter

v
A

_ " Fee) B

HUMAN CAPITAL [ e
i HUMAN — BEST INVESTMENT! w Wroclaw University of Technology o daiacd
Project co-financed from the E

-financed from the EU European Social Fund



@ Master programmes in English
Wroctaw University of Technology e

at Wroctaw University of Technology

Immeasurable random plant
parameter E

* Problem formulation Uy

F(u,6,0) h
Plant characteristic: Y = F(u, 0, a)) —[
Random plant parameter: w€QcCR - (dim y=dmw= L) Fy Uy ) o=
F - one-to-one mapping @=F_*(u,6,y) l Oy

@, — value of random variable @ from QcR -

Probability density function fw(a)) is given

Measurements: UNz[u1 u, -- UN], Y,\,=[y1 Y, - yN]

Estimation algorithm: 6, =¥, (U,,,Yy)
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Least square method

Assumptions: %

y = F(u, 0, a)) = E(u, 9)+ @ —plant characteristic

Elw]=0  Var|o]<e

Calculations:

Least square method minimizes empirical variance:

1 ~
Var, (U,,Y, ,9):N2(yn - F(un,é’))2

n=1
Estimation algorithm has the form:

6, =¥,U,.,Y,) - Var,(U,,Y,.0,)=minVar, (U,,Y,.0)

0c®
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Maximum likelihood method

" Fwee) s

Assumptions:

@, is value of random variable @, with probability density function fw(a))

For a given input U, output Y., N =1 2,..., N is measured

Sequence Y, N=1, 2, ..., N contains values of random variable Y: VY= F(U,Q,Q)

Calculations:

Probability density function fy(y, o; u): fm(Fajl(U, 0, y)).‘JF‘

where J _ is Jacobi matrix: Jp =—*
N
Likelihood function: L (Yy,8;U =H fy Y, 0 Hf ( (u,,6, yn))\JF\

Estimation algorithm: 6, =¥, (U,,Yy) — Ly(Yy.6,:Uy)= Max L,(Yy,0;U,)
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Bayesian method

Assumptions:

Additionally @ is value of random variable @, with probability density function fg(ﬁ)

Calculations:

r(é,YN;UN)d:fE[L(Q,é)\YN;UN]:IL(QE:W(UN,YN )

®

. )dé

N

f,(y6:u)= £, (F,"(u,0,))|3]

A’posteriori probability density function:

Hf ( u 0yn))|JF|

f,(0 )wa( F U, 0,,))|9c|do

n=

£(0Y,;U, )=

Estimation algorithm: 9N=‘PN(UN,YN) — 1(6,,Y;Uy)= mlnr(HY ;U )

0O

HUMAN CAPITAL (3 e
i HUMA - BEST INVESTMENT! Wroclaw University of Technology o daiacd
Project co

-financed from the EU European Social Fund




r Master programmes in English
Wroctaw University of Technology e

at Wroctaw University of Technology

Random plant parameter and
measurement noise

* Noised measurement plant output with randomly changed

para meters
" ¥
0
—un> F(u,@,a)) L» h(y,z) - .
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* Noised measurement plant output with randomly changed

parameters
" "
w
" b)) e () e

AL
L]
L]
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Least square method
|wn lzn
) @l; LI SN

Z, ® -random variables such that E[Q] =0, Var[Q] < o0, E[;] =0, Var[;] < o0

Assumptions:

Measurements are values of random variable: W= F(U 9) +w+1Z

Calculations: CEZ[O)#L Z] 0, \£)€+:lzl’[a)+ Z] < o0

N
Empirical variance:Var,,, ,)y (UN,WN,H %Z(W FU (9)

n=1

Estimation algorithm: Gy =¥, (U ALY ) — Var(a)+z)N (U N Wy Oy ): minvar(wﬂ)N (U N Wy ’9)

0c®
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Maximum likelihood me’ghod

10)
Y wy,

— s F(u.0,0) > h(y,z) —

Assumptions:

@ is value of random variable @, with probability density function fw(a))

n

Z. isvalue of random variable Z, with probability density function fZ(Z)

w.,nN=12,..., N are values of random variable W= h(y,;)

Foragiven U, Y¥,, N =1 2,..., N arevalues of random variable Y = F(U, o, Q)

Calculations:
Function N is no one to one mapping with respect (X, Z), so we add identity Y =Y and we have:
w=hly,z) )
y=y
The inverse transformation: 7 = hz_l(X,V_V)
y=Yy
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Maximum likelihood method

-1 -1
oh (y,W) oh, (y,W) ahz—l(y’w) ﬁhz‘l(y,w)
Jacobi matrix:  J = ow oy _ Py oy
ﬂ @ OL><L IL><L
| ow o |

where: O, isL—dimensional zero matrix, is L — dimensional unit matrix

IL><L

Determinant of Jacobi matrix:
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Maximum likelihood method

Joint probability density function of random variables (w,y):
fuw,y,650)= 1, (0 (v w)f, (v, 6:0) 3] = £, (0, (v, W), (F, (0,0, )96 |9,

Marginal probability density function of random wariable w:

£, (w.0;u)= [ 1, (02 (y. W), (y.0:u)aldy = [ £, (02 (. w))f, (F;(u. 0, y)) |33, /dy

Y
Likelihood function: l ' l '
N u, Yn o i w,
LyWy. 00 ) =] f.(w,.6u,)=— | Flub.0) 1 M)
n=1
N
=TT .02y wo))e, (R (w0, 9)) 19 |3,y

n:th Y

Estimation algorithm: 6, =¥, (U,.Y,) — L W,.6,;U,)=maxL,(W,,6;U,)

0O
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Bayesian method

Assumptions:

Additionally @ is value of random variable @, with probability density function fg(ﬁ)

For a given parametr & and input U, the sequence Y,, N =1 2,..., N arevalues
of random variable Y under condition & =& and input is equal U .

w.,n=12, ..., N are values of random variable W under condition & =6

Z, isvalue of random variable Z, with probability density function fZ(Z)

Calculations:

£ (wier0)= 100w, (i) 9l = [ 1,00 (B2, 0,y )9, |9, oy

Y Y
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Bayesian method

A’posteriori probability density function:

O T [ .02, ), (£, 0,y) ]9, 9,
f'(‘9|WN;UN): —

ij@)ﬁ £ 2y, w, ) (F2 (U, .0.y)|3, 3, ldy do

Conditional risk :

8.0, ZE[L6. W, U, = [L6.8 =50, W, ) £ (aw, U, )do

0

Estimation algorithm: 6, =¥, (U, W,) — r(6,,W,;U,)=minr(@,w,:U,)

0e®
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Thank you for attention

HUMAN CAPITAL o
i HUMAN - BEST INVESTMENT! ‘ Wroclaw University of Technology LT
t co-financed from the Iropean Social F

Project EU Eu und



